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Abstract 
Compared to stock price index sampled at higher frequency, its indicators are usually 
sampled at lower frequencies. In practice, with higher frequency variables response to lower 
frequency variables, we can get multi-output for each period. This paper explores how to 
construct a multi-indicator multi-output (MIMO) mixed sampling frequency approach for stock 
price index forecasting. We also consider nonlinear relationship between dependent 
variables and independent variables in stock market. We establish a new model by applying 
multiple output support vector machine (MSVM) to modify mixed data sampling (MIDAS). 
We compare results with other models and make DM tests. The experiment shows that the 
proposed model performances better.  
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1. Introduction 
Stock prices forecasting are always interesting, and researchers continue studying it from 
different perspectives and approaches (Lupu, 2015; Wang, 2014). In stock price index 
forecasting, we often face data sampled at different frequencies. For instance, stock prices 
index are usually sampled at daily or weekly, but indicators like financial index or 
macroeconomic factors are sampled at monthly or quarterly. Thus, researchers now focus 
on mixed frequency sampling objectively existed in stock market. Researchers in tradition 
addressed this issue by averaging lower frequency data or aggregate higher frequency data. 
Ghysels (2004) argued that the motivation to propose a mixed frequency approach is 
adopting original data rather than preprocessing them usually improves forecasting 
performances. Researchers later prove that mixed sampling frequency approaches have 
strong ability in explaining real cases in stock market in different countries.  
Besides, indicators like financial index or macroeconomic factors are sampled at lower 
frequency than stock price index. When lower frequency indicators forecast higher frequency 
dependent variables, there exist multi-outputs. For example, when a monthly CPI forecasts 
weekly stock index, the monthly CPI has impact on each of the four week of stock index with 
different degrees. Each week of stock index in that month has relations to each other. This 
is a multi-output issue. Researches have proved multi-dimensional outputs (Platt, 1999; 
Weston, 1999; Crammer, 2001; Nedaie, 2016) and time-series outputs (Suykens, 1999) 
exist in practical occasions. Our case belongs to the later one. The biggest advantage of 
multi-output approach is to focus on overall impact on sequential outputs, extend prediction 
range with limited known data information, and inherently preserve dependencies among 
prediction results (Aho, 2012; Blockeel, 1999; Breiman, 1997; Kocev,2009). This in turn 
helps to explain real case with stronger ability (Aho, 2012; Blockeel, 1999; Suzuki, 2001; 
Ženko, 2008). These potential dependencies are objectively existed in stock index 
forecasting and many other economic cases. Single output approaches ignore the 
dependencies among outputs. Another advantage of multi-output approach, especially for 
case of time-series outputs, is to be able to recognize both short-term pattern and long-term 
pattern, and ultimately demonstrate the trend of time series occasion (Caruana, 1997). Time-
series forecasting is very popular and important in stock index forecasting. Single output 
approach, however, is difficult to recognize long-term patterns. Based on the above two 
advantages, adopting multi-output approach obtains better results than single-output 
approach does (Crammer, 2002; Platt, 2000; Suykens, 1999; Weston, 1999). Next, multi-
output approach is more flexible in forecasting (Sánchez-Fernández, 2004; Tuia, 2011). 
For statistical and announcement systems, many kinds of data are offered recently that leads 
to limited sample size. At the same time, data is updated quickly with strong timeliness 
nowadays. Recent data which has only small sample size holds stronger explain ability in 
practice. When confronted with this situation, researchers explore corresponding 
approaches to make full use data with small sample size. 
Our interests include the above three aspects. We propose a nonlinear MIMO-MIDAS 
(MIxed Data Sampling) model to explore multi-indicator multi-output (MIMO) relationship in 
stock market using small sample size. Experts and economists concluded that stock prices 
are fluctuating in a highly nonlinear and dynamic way (Hiemstra and Jones, 1994). MIDAS 
approach cannot directly address nonlinearity and small sample size. We modify U-MIDAS 
approach by multiple support vector machine (MSVM), which owns the ability to tackle 
multiple outputs (Mao et al., 2014; Han, 2012; Tuia, 2011; Sánchez-Fernández, 2004; Xiong 
et al., 2014), nonlinearity (Chang, 2015; Cheng, 2013) and small sample size manually 
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according to its inherent merit. This is an implicit advantage of our model. In the experimental 
part, we apply stock prices index in China from 2008 to 2017. We compare our model with 
other models and show better performances over the benchmarks.  
The rest of the paper is structured as follows. Section 2 reviews previous literatures. Section 
3 introduces MIDAS, U-MIDAS and MSVM approach respectively. Section 4 builds our novel 
model. Section 5 describes data and measurements. Section 6 shows results. Section 7 
concludes. 

2. Literature Review 
2.1 MIDAS 
Mixed data sampling (MIDAS) is now the most popular approach for mixed frequency data. 
Researchers investigate MIDAS model from both modification of the model and application 
in different areas.  
Bessec et. al. (2019) introduces a Markov-switching model with mixed data frequency (MSV-
MIDAS) to forecast business cycle turning points in the United States. Andreou et. al. (2019) 
introduces mixed-frequency group factor model to address the issue that whether Industrial 
Production is the dominant factor in driving the US economy. Asgharian et al.’s research 
(2013) applied GARCH-MIDAS to explain stock return variance (daily) by macroeconomic 
variables (monthly). Galvao (2013) explored nonlinearity of MIDAS approach. The latest 
researches proposed unrestricted MIDAS (U-MIDAS). Xu applies U-MIDAS model into 
artificial neural network and develops an ANN-U-MIDAS model. Hepenstrick applies mixed 
data frequency into the three-pass regression fliter to forecast GDP in the US. Foroni et al., 
(2015) examined performances of both models, and concluded that the U-MIDAS performs 
even better than traditional MIDAS when the differences between frequencies are small. 
Barsoun and Stankiewicz (2015) modified U-MIDAS with switching regimes and forecasted 
GDP growth in different business cycle patterns. MIDAS and U-MIDAS are the most popular 
methods for mixed frequency sampling and integrate with other methods to address issues 
in different areas (Wang, 2017). All studies about mixed sampling frequency are for single 
output.  
Many researchers apply mixed frequency data into different areas. Some of them adopted 
MIDAS to solve mixed frequency sampling issues in stock markets. Ghysels (2005) tested 
relationship between conditional variance and conditional mean of stock return in trade-off. 
Ghysels et al. (2006) evaluated various dimensions and horizons impacted on volatility. 
Forsberg et al. (2007) evaluated measurements of absolute returns volatility. Leon (2007) 
adopted monthly excess return and the square of the daily excess return to study on 
relationship between expected return and risk on stock markets of several European 
countries. Adjaoute (2010) adopted weekly stock index volatility and daily stock return to 
study the relationship on emerging market. Researchers also applied MIDAS model into 
other areas. Tsui et.al. (2018) forecasts the Singapore GDP using MIDAS model. Duarte et. 
al. (2017) used MIDAS model to forecast quarterly private consumption by high frequency 
data from automated teller machines (ATM) and points-of-sale(POS). Ghysels et.al. (2015) 
constructed a combination of MIDAS-type regression models to forecast the annual US 
federal government current expenditures and receipts. Christiane (2015) adopted daily 
financial data to forecast monthly oil price. Chen and Ghysels (2011) studied how good news 
and bad news have effect on volatility. 
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2.2 MSVM 
MSVM has its roots in single support vector machine (SVM), which is widely used in stock 
market (Thenmozhi (2016), Żbikowski (2015)). SVM was proposed by Vapnik(1995). It 
requires minimal structural risk and globally optimized solutions (Vapnik (1998)). This 
characteristic helps SVM have special advantage on small sample size because structural 
risk minimization minimizes the requirement for sample size. The basic principle is to find a 
separator hyperplane through nonlinear mapping and to construct an ε-insensitive tube in 
that feature space with a maximum margin to classify data samples into two classes. This 
principal realizes nonlinearity which makes up the drawback of MIDAS.  
SVM cannot address multiple output issues. Perez-Cruz (2002) proposed the efficient 
multiple SVM extended from SVM. Multiple SVM is also called multidimensional regression 
problem. This problem can be regarded as multiple one-dimensional problems, which can 
be solved by dimension reduction method. It transforms that multi-dimensional output 
problem into man one-dimensional output problems. However, when original SVM for 
regression estimation is applied over each direction of a multi-dimensional problem, samples 
will not be equally penalized (Perez-Cruz, 2002). It ignores the correlation between the 
dimensions of the output data and finally reduces the accuracy of the model.  
Many researchers explore MSVM from both theory and methods. Weston (1999) and 
Vapnik(1998) have done similar research to extend the two classification problems to the 
multi classification problems, aiming to improve the classification ability, but they both limit 
the classifier. Platt (1999) proposed the Decision Directed Acyclic Graph, to combine many 
two-class classifiers into a multiclass classifier. Perez-Cruz (2001) proposed iterative 
reweighted least square method to instead the previous optimization method of MSVM, 
which has become a common method of MSVM. Later he proposed how to speed up its 
algorithm (Perez-Cruz 2004)。Crammer (2002) discusses how to transform the two 
classification problem into the multi classification problem without restriction, so as to avoid 
the quadratic homogeneous problem. Mao et al.( 2014a) applied LOO（virtual leave-one-
out）error estimation method to MSVM to  instead the traditional LOO error estimation, and 
reduced operation time and cost through cross validation procedure. After that, they 
proposed a new model selection algorithm to improve the operation time and stability (Mao 
et al., 2014b). Bao (2014) applies MSVM with MIMO strategy to realize multi-step-ahead 
forecasting. Previous researches indicate that MSVM obtains better predictions than single 
output SVM independently for each dimension (Perez-Cruz, 2001, 2002; Sanchez-
Fernandez, 2004; Tuia, 2011; Han, 2012), and generally improves performance especially 
for small sample size. MSVM then becomes one of the most widely used methods to solve 
the multiple output problems. It is widely used in different fields (Perez-Cruz, 2001, 2002; 
Sanchez-Fernandez, 2004; Tuia, 2011; Mao, 2014b). In economics, Xiong et al. (2014) 
proposed MSVM for interval time series forecasting to value the stock price index. Cherchye 
et. al. (2016, 2014) researched on the impact of cost efficiency on multi-output profit setting. 

3. Related Methods 
To realize MIMO-MIDAS, we adopt U-MIDAS with MSVM methods in our paper. We briefly 
review the two methods in the following contents. 
3.1 The MIDAS approach 
MIDAS approach was proposed by Ghysels et al. (2004, 2006) that allows indicators and 
outputs sampled at different frequencies. It is a time-series regression model and origins 



Institute for Economic Forecasting 

 Romanian Journal of Economic Forecasting – XXII (4) 2019 104

from distributed lag polynomials. MIDAS approach is parameterized in a flexible function to 
run parsimoniously, and can be straightly extended to multiple indicators. The basic MIDAS 
approach for a single independent variable with ℎ-step ahead is given by: 
 𝑦௧ ൌ 𝛽  𝛽ଵ𝐵ሺ𝐿ଵ/; 𝜃ሻ𝑥௧ିሺሻ  𝜀௧      (1) 
 

Where 𝐵ሺ𝐿ଵ/; 𝜃ሻ ൌ ∑ 𝑏ሺ𝑘; 𝜃ሻ𝐿/ୀ , and sums the weights. 𝐾 represents lags of the 
independent variables (higher frequency variables). 𝑏ሺ𝑘; 𝜃ሻ is the 𝑘th weight of 𝐾 -lag 
polynomial, calculated by a certain function of 𝜃 parameters. 𝐿  is the lag operator, and 𝐿ଵ/ 
operates at the higher frequency. Here 𝑡 represents the basic time unit, and 𝑚 is the higher 
sampling frequency. 𝐿/𝑥௧ሺሻ ൌ 𝑥௧ି/ሺሻ . All parameters in the Midas model are obtained 
according to the ℎ period. ℎ emphasizes which period to start data acquisition and forecast. 
For example, when the weekly independent variable if used to forecast monthly dependent 
variable, 𝑚 ൌ 4. When ℎ ൌ 3/4, The first quarter of the data information of the current month 
was obtained and used. While whenℎ ൌ 1/4, the first three weeks’ data information of the 
current month was obtained forforecasting. 
Exponential Almon function is the most popular weight functions used in MIDAS regressions. 
It usually uses two parameters in MIDAS approach for simplicity, but keeps flexibility in the 
specification. The 𝑏ሺ𝑘; 𝜃ሻ is parameterized as 
 

  𝑏ሺ𝑘; 𝜃ሻ ൌ ௫ ሺఏభାఏభమሻ∑ ௫ ሺఏభାఏభమሻೖ಼సభ                     (2) 
 

This specification ensures that weights are positive and add up to one. It also produces a 
wide variety of shapes for different values of the two parameters. The parameter estimation 
is done by non-linear least squares method. 
3.1.1 Multiple Leading Indicator Models 
The basic MIDAS approach can be directly extended to multi-indicator specification without 
increasing a large number of parameters needed to be estimated. The multi-indicator model 
would be:  
 𝑦௧ ൌ 𝛽  ∑ 𝛽ଵ𝐵ሺ𝐿ଵ/; 𝜃ሻ𝑥,௧ିሺሻୀଵ  𝜀௧       (3) 
 

where the multiple indicators are numbered by 𝑖 ൌ 1, … 𝑛. βଵ୧ parameters define the weights 
attached to indicators, and are specific to the forecast horizon. Each indicator needs the 
estimation of only two parameters to confirm the lag structure (θ୧), and one to weight its 
impact on 𝑦௧ሺ𝛽ଵሻ. 
The multiple indicators autoregressive MIDAS model with ℎ-steps-ahead would be written 
as: 
 

  𝑦௧ ൌ 𝛽   𝛾𝑦௧ି ∑ 𝛽ଵ𝐵ሺ𝐿ଵ/; 𝜃ሻ𝑥,௧ିሺሻୀଵ  𝜀௧     (4) 
 

3.2 The Unrestricted MIDAS 
Foroni et al. (2015) proposed a novel MIDAS model without restrictions on the weights of 
lag polynomial, and named it unrestricted MIDAS (U-MIDAS):  
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 𝑦௧ ൌ 𝛽  ∑ 𝛽ାଵୀ 𝑥௧ିି/ሺሻ  𝜀௧   
 

The multi-indicator U-MIDAS is defined by: 
  𝑦௧ ൌ 𝛽  ∑ ∑ 𝛽,ାଵୀ 𝑥,௧ିି/ሺሻ  𝜀௧ୀଵ          (5) 
 

This notation is consistent with Eq. (1). However, no structure is imposed on the shape of 
weights of lag polynomial. All parameters in Eq. (5) are needed to be estimated. Foroni et 
al. (2015) and Barsoun and Stankiewicz (2015)) indicated that if the difference in frequencies 
between indicators and outputs is small, the parameter proliferation in U-MIDAS approach 
is not problematic for multiple indicators. U-MIDAS approach can be estimated by ordinary 
least squares, which can simplify the calculation. 
3.3 The MSVM model 
The MSVM mainly improves the algorithm of loss function in the SVM. The loss function 
defined on the hypersphere replaces that defined on the hypercube. When the hyper-
spherical (instead of hypercube in SVM) insensitive zone is defined in MSVM, it is able to 
treat every sample equally (Perez-Cruz, 2002). In this way, it enhances the correlation 
between the output components. Samples are penalized by the same factor in this 
insensitive zone. In Figure 1, graph (a) represents a two-dimensional regression problem. 
The square and the circle represent the insensitive region of the hypercube insensitive region 
and the hyper-sphere, respectively. They have the same area. To show that the hypercube 
and hyperplane have the same super capacity, we show the scale of 𝜀ଵ and 𝜀ଶ in graph (b). 
SVM defines an insensitive region for regression estimation. In the process of parameter 
estimation, if the distance between a sample and its estimated value exceeds ε (the 
insensitive area in the definition), the penalty factor 𝐶 will punish it. If the existing one-
dimensional SVM is applied to multi-dimensional problems directly, it may lead to two 
problems. First, some samples located in the insensitive area will be wrongly judged as 
located out of the insensitive area, which will lead to punishment. Second, it may lead to the 
repeated addition of penalty factors due to a certain sample. For example, a sample whose 
difference between each dimension and the estimated value exceeds ε will cause the penalty 
factor 𝐶 to be added 𝑘 times (𝑘 is the dimension).  
The redefined insensitive loss function evaluates the risk of multiple output components at 
the same time. The new loss function can consider the fitting error of each component 
simultaneously, so that the objective function is related to the error of each component, which 
achieves an overall optimized goal. It also weakens the influence of noise on the result and 
improve the anti-noise performance of the algorithm. Finally, we adopt the iterative 
reweighted least square method to solve the corresponding dual problem, and establish a 
multi output model. It enables to establish a high-precision multi output regression model by 
selecting the appropriate kernel function and related parameters. 
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Figure 1 
Hyper-cubic and hyper-spherical insensitive zone 

    
 
The detailed MSVM can be found in Perez-Cruz et al. (2002). A brief introduction is 
demonstrated as follows. 
Suppose the observable output is a vector with 𝑄 variables, i.e.,y ∈ 𝑅ொ. Given a labeled 
training data set (ሺ𝑥, 𝑦ሻ∀𝑖 ൌ 1, … 𝑛, where 𝑥 ∈ 𝑅ௗ and 𝑦 ∈ 𝑅ொ) and a mapping function 

which is a nonlinear transformation to a higher dimensional space (φሺ∙ሻ,𝑅ௗಞሺ∙ሻሱ⎯ሮ𝑅ொ and 𝑑 𝑄). The formulation is as follows: 
 

  min 𝐿𝑝ሺ𝐰, 𝐛ሻ ൌ ଵଶ ∑ ‖𝑤‖ଶ  𝐶 ∑ 𝐿ሺ𝑢ሻୀଵொୀଵ   (6) 
 
where 𝐖=ሾ𝐰ଵ, … , 𝐰ொሿ and 𝐛=ሾ𝒃ଵ, … , 𝒃ொሿ் define 𝑘-dimensional linear regressor in the 𝑄-
dimensional feature space. 𝐶 is a hyper parameter, and determines the trade-off between 
the regularization and the error reduction term.  
 

  𝑢 ൌ ‖𝐞‖ ൌ ඥ𝐞்𝐞      (7) 
  𝐞் ൌ 𝐲் െ 𝛗𝑻ሺx𝒊ሻ𝐖 െ 𝐛𝑻     (8) 

 𝝋ሺ∙ሻrepresents mapping function from primal space to a higher dimensional feature space.  𝐿ሺ𝑢ሻ denotes a quadratic ε-insensitive cost function. 
 

  𝐿ሺuሻ ൌ ቄ0,                                 𝑢 ൏ 𝜀  𝑢ଶ െ 2𝑢𝜀  𝜀ଶ         𝑢 ≫ 𝜀     (9) 
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This is where the difference is compared with that of Vapnik ε-insensitive loss function. The 
cost function 𝐿ሺuሻ enables MSVM capable of finding dependencies between outputs, and 
taking advantage of information of all outputs to get a robust solution. In detail, when ε is 
nonzero, it considers all outputs to construct each individual regressor and obtains more 
stable predications. Then it yields a single support vector set for all dimensions. Since Eq. 
(6) cannot be solved straightforwardly, Eq. (9) adopted iterative re-weighted least squares 
(IRWLS) to obtain a desired solution. By introducing a first-order Talor expansion of the cost 
function 𝐿ሺuሻ, the objective of Eq. (6) will be approximated by the following equation (Tuia et 
al., 2011): 
 

 𝐿𝑝ᇱሺ𝐖, 𝐛ሻ ൌ ଵଶ ∑ ‖𝑤‖ଶ  ଵଶ ∑ 𝛼𝑢ଶ  𝐶𝑇ሻୀଵொୀଵ     (10) 
where 

   𝛼 ൌ ቐ 0,                           𝑢 ൏ 𝜀  ଶሺ௨ೖିఌሻ௨ೖ                  𝑢 ≫ 𝜀     (11) 𝐶𝑇is constant term which does not depend on 𝐖 and 𝐛, the superscript 𝑘  represents 𝑘th 
iteration. 
To optimize Eq. (10), the IRWLS procedure is constructed, and linearly searched the next 
step solution along descending direction based on previous solutions. According to 
Representer Theorem (Schölkopf and Smola, 2002), the best solution of minimization of Eq. 
(10) in feature space can be expressed as 𝑤 ൌ ∑ 𝜑ሺxሻ𝛽 ൌ 𝛗்𝛽 , so the goal is 
transformed to finding optimal 𝛽 and 𝑏. The IRWLS of MSVM can be summarized in the 
following steps (Sánchez-Fernández et al., 2004): 
Step 1: Initialization: Set 𝑘=0 , 𝛽 ൌ 0, and 𝑏 ൌ 0. Calculate 𝑢 and 𝛼.  
Step 2: Compute the solution 𝛽௦ and 𝑏௦ according to the nest equation: 
 

  𝐊  𝐃ఈିଵ       1𝜶்𝐊           𝐈்𝜶൨ 𝛃b൨ ൌ ቈ 𝑦𝜶்𝑦     (12) 
 

where 𝛂=ሾ𝛼ଵ, … 𝛼ሿ், for 𝑗 ൌ 1, … 𝑄, ሺ𝐃𝜶ሻ ൌ 𝛼𝛿ሺ𝑖 െ 𝑗ሻ, 𝐈 is a column vector of 𝑛 ones, 𝐊 is 
the kernel matrix, and 𝐊൫𝑥𝒊 ∙ 𝑥𝒋൯ ൌ ሺ𝜑ሺ𝑥𝒊ሻ ∙ 𝜑ሺ𝑥𝒋ሻሻ. Define the corresponding descending 

direction 𝑃 ൌ  𝑤௦ െ 𝑤ሺb௦ െ bሻ்൨.  
Step 3: Use a backtracking algorithm to compute 𝜷𝒌ା𝟏 and 𝒃. 
Step 4: Obtain  𝑢ାଵ and 𝛼. Go back to Step 2 until convergence. 
The proof of convergence of the above algorithm is given in previous study (see example in 
(Sánchez-Fernández et al., 2004). Once convergence is reached, 𝜷𝒌ା𝟏 and 𝒃 are 
parameters of 𝑗th output regressor. Since 𝑢 and 𝛼 are calculated using every dimension of 𝑦, each individual regressor contains all outputs information, which improves the prediction 
performance of MSVM. 
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4. The proposed model 
4.1 Model Construction 
This paper explains higher frequency dependent variables with lower frequency independent 
variables. The univariate basic model is： 

𝑦௧ ൌ 𝛼   𝛽,ሺାଵሻሺ𝑥ሻ௧ିି/  𝜀௧
ୀ  

This is the 𝑞th output. 𝛼 is the constant. 𝑡 represents the basic time unit, which is “one week” 
in our case. The time unit of 𝑞th and ሺ𝑞  1)th output is consistent with 𝑡. 𝑚 is times between 
the dependent variable and independent variable. ℎ is the beginning of lags recursed by 
week. 𝑗 represents the lag, and is also recursed by week. 𝜀௧ is the error. 
We generate low-frequency data into high-frequency data. 𝑞 and 𝑡 represent the same time 
unit, so ሺ𝑥ሻ௧ିି/  represents the lower frequency data value(monthly data in our case) 
correspondent to time point ሺ𝑞  𝑡 െ ℎ െ 𝑗/𝑚ሻ. That is, the lower frequency data value within 𝑚. Values of certain weeks are affected by those of same months, but their values are 
varying by time. Thus, 𝛽,ሺାଵሻ is the coefficient of ሺ𝑥ሻ௧ିି/ , and varies from week to week. 
Simultaneously, we recurse with existing monthly data value by weighted combination and 
coefficient correction to reflect dynamic changes. 
The multi-indicator multi-output AR model with ℎ-step-ahead is as follows: 

⎩⎪⎪
⎪⎪⎪
⎨⎪
⎪⎪⎪
⎪⎧ 𝑦௧ଵ ൌ 𝛼ଵ  ∑ γଵ,ାଵ𝑦ଵ,௧ିᇲି/  ∑ ∑ 𝛽ଵ,ሺାଵሻሺ𝑥ଵሻ,௧ିି/  𝜀௧ଵୀୀଵூୀ 𝑦௧ଶ ൌ 𝛼ଶ  ∑ γଶ,ାଵ𝑦ଶ,௧ିᇲି/  ∑ ∑ 𝛽ଶ,ሺାଵሻሺ𝑥ଶሻ,௧ିି/  𝜀௧ଶୀୀଵூୀ ⋯𝑦௧ ൌ 𝛼  ∑ γ,ାଵ𝑦,௧ିᇲି/  ∑ ∑ 𝛽,ሺାଵሻ൫𝑥൯,௧ିି/  𝜀௧ୀୀଵூୀ

⋯𝑦௧ொ ൌ 𝛼ொ  ∑ γொ,ାଵ𝑦ொ,௧ିᇲି/  ∑ ∑ 𝛽ொ,ሺାଵሻ൫𝑥ொ൯,௧ିି/  𝜀௧ொୀୀଵூୀ

  (13) 

 𝑞 ൌ 1,2, … , 𝑄, representing 𝑞th output and there are 𝑄 outputs in total. 𝑖 represents the lag 
for 𝑦, which is recursed by week. ℎᇱ is the beginning of lags for 𝑦. γ,ାଵ is the coefficient of 𝑦,௧ିᇲି/，and varies from week to week. We apply the sum ∑ γ,ାଵூୀ 𝑦,௧ିᇲି/ because 
we recurse with existing weekly data value to reflect dynamic changes.𝑝 represents number 
of indicators, and 𝑝 ൌ 1, 2, … , 𝑃. 
We extend and convert the above formula to an easier and simpler one:  
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⎩⎪⎪
⎪⎪⎪
⎪⎪⎪
⎪⎨
⎪⎪⎪
⎪⎪⎪
⎪⎪⎪
⎧ 𝑦௧ଵ ൌ 𝛼ଵ  ൫𝛾ଵ,ଵ, … , 𝛾ଵ,ூାଵ൯ሺ𝑦ଵ,௧ିᇲ, … , 𝑦ଵ,௧ିᇲି/ሻ்൫𝛽ଵ,ଵଵ, … , 𝛽ଵ,ଵሺାଵሻ,…,𝛽ଵ,ଵ, … , 𝛽ଵ,ሺାଵሻ൯ ∙൫ሺ𝑥ଵሻଵ,௧ି , … , ሺ𝑥ଵሻଵ,௧ିି/ , … , ሺ𝑥ଵሻ,௧ି , … , ሺ𝑥ଵሻ,௧ିି/ ൯்  𝜀௧ଵ⋯𝑦௧ ൌ 𝛼  ൫𝛾,ଵ, … , 𝛾,ூାଵ൯ሺ𝑦,௧ିᇲ, … , 𝑦,௧ିᇲି/ሻ்൫𝛽,ଵଵ, … , 𝛽,ଵሺାଵሻ,…,𝛽,ଵ, … , 𝛽,ሺାଵሻ൯ ∙ቀ൫𝑥൯ଵ,௧ି , … , ൫𝑥൯ଵ,௧ିି/ , … , ൫𝑥൯,௧ି , … , ൫𝑥൯,௧ିି/ ቁ்  𝜀௧⋯𝑦௧ொ ൌ 𝛼ொ  ൫𝛾ொ,ଵ, … , 𝛾ொ,ூାଵ൯ሺ𝑦ொ,௧ିᇲ, … , 𝑦ொ,௧ିᇲି/ሻ்൫𝛽ொ,ଵଵ, … , 𝛽ொ,ଵሺାଵሻ,…,𝛽ொ,ଵ, … , 𝛽ொ,ሺାଵሻ൯ ∙ቀ൫𝑥ொ൯ଵ,௧ି , … , ൫𝑥ொ൯ଵ,௧ିି/ , … , ൫𝑥ொ൯,௧ି , … , ൫𝑥ொ൯,௧ିି/ ቁ்  𝜀௧ொ

 

 

⎩⎪⎪⎪
⎨⎪
⎪⎪⎧ 𝑦௧ଵ ൌ 𝛼ଵ  𝜔ଵ𝒙ଵ,௧ି  𝜀௧ଵ𝑦௧ଶ ൌ 𝛼ଶ  𝜔ଶ𝒙ଶ,௧ି  𝜀௧ଶ⋯𝑦௧ ൌ 𝛼  𝜔𝒙,௧ି  𝜀௧⋯𝑦௧ொ ൌ 𝛼ொ  𝜔ொ𝒙ொ,௧ି  𝜀௧ொ

 

 𝒙,௧ି ൌ ቀ𝑦,௧ିᇲ, … , 𝑦,௧ିᇲିூ/, ൫𝑥൯ଵ,௧ି , … , ൫𝑥൯ଵ,௧ିି/ , … ൫𝑥൯,௧ି , … , ൫𝑥൯,௧ିି/ ቁ்
 

  𝜔ଵ ൌ ሺ𝛾ଵ,ଵ, … , 𝛾ଵ,ூାଵ, 𝛽ଵ,ଵଵ, … , 𝛽ଵ,ሺାଵሻ, … , 𝛽ଵ,ଵ, … , 𝛽ଵ,ሺାଵሻሻ 𝜔ଶ ൌ ሺ𝛾ଶ,ଵ, … , 𝛾ଶ,ூାଵ, 𝛽ଶ,ଵଵ, … , 𝛽ଶ,ሺାଵሻ, … , 𝛽ଶ,ଵ, … , 𝛽ଶ,ሺାଵሻሻ ⋯ 𝜔 ൌ ሺ𝛾,ଵ, … , 𝛾,ூାଵ, 𝛽,ଵଵ, … , 𝛽,ሺାଵሻ, … , 𝛽,ଵ, … , 𝛽,ሺାଵሻሻ ⋯ 𝜔ொ ൌ ሺ𝛾ொ,ଵ, … , 𝛾ொ,ூାଵ, 𝛽ொ,ଵଵ, … , 𝛽ொ,ሺାଵሻ, … , 𝛽ொ,ଵ, … , 𝛽ொ,ሺାଵሻሻ 𝒚௧ ൌ 𝛼  𝝎𝑿ெூ  𝜀    (14) 
 𝜶 ൌ ൣ𝛼ଵ, … , 𝛼ொ൧்,  𝝎 ൌ ൣ𝜔ଵ, … , 𝜔ொ൧்,  𝑿ெூ ൌ ൣ𝑥ଵ,௧ି, 𝒙𝟐,𝒕ି𝒉 … , 𝒙𝑸,𝒕ି𝒉൧், 𝑀𝐼 represents multi-
indicator.  
Map 𝑿ெூ  to high feature space: 
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        𝒚௧ ൌ 𝛼  𝜑்ሺ𝑿ெூ ሻ𝝎  𝜀    
 

According to MSVM model in Section 3.3, the best solution of minimization of Eq. (10) in 
feature space can be expressed as ω ൌ ∑ 𝜑ሺ𝑥ሻ𝛽 ൌ φ்𝛽 , which then is put into Eq.(14): 
 𝒀௧ ൌ 𝜶  𝝋்ሺ𝑿ெூ ሻ𝛗்𝜷  𝜺 
 𝛽 ൌ ൣ𝛽ଵ, … , 𝛽ொ൧, 𝒀𝒕 ൌ ൣ𝑦௧ଵ, … , 𝑦௧ொ൧், representing 𝑄 outputs. 𝜶 and 𝜺 are the whole 
constant and error including all constants and errors for each equations in (13), respectively.  
Our final MIMO-MIDAS model is: 
 𝒀௧ ൌ 𝜶  𝐊𝑿ಾ 𝜷  𝜺    (15) 
 𝐊𝑿ಾ  is the kernel function, and𝑲 ൬𝒙𝒑 ∙ ൫𝒙𝒒൯𝒑,𝒕ି𝒉ି 𝒎 ൰ ൌ 𝝋𝑻൫𝒙𝒑൯ ∙ 𝝋 ൬൫𝒙𝒒൯𝒑,𝒕ି𝒉ି 𝒎 ൰. Kernel 

function is a symmetric function, which maps sample points into a higher dimensional feature 
space, and transforms a nonlinear problem into a linear mode. In detail, it is used to calculate 
similarity of each pair of objects in input sets. φ denotes the input domain where φ:X → 𝐹. 
Linear, polynomial and radial basis function (RBF) and sigmoid are four main kernel 
functions. Our study applies RBF because it is the most common one used in previous 
studies for its well performance and similarity in calculation in most forecasting cases. 

According to previous literature, RBF is defined as ∅ሺ𝑥ሻ ൌ exp ሺିฮ௫ഢି௫ണ෧ ฮమଶఙమ ሻ. σ is the width of 
RBF function. 
The final performance of MSVM is related to three parameters: regularization constant 𝐶, 
loss function ε, and σ (the width of RBF function). There are no general rules for setting 
them. We adopt Genetic Algorithm (GA) to search optimal parameters. The basic principle 
of GA is with simulation of biological evolution phenomenon, the parameter with higher 
fitness function value is left. A big advantage of GA is to avoid partial minimization and 
reduce search time. We use GA to select optimal model parameters, locate approximate 
optimal solution and reduce forecasting errors. 
Our proposed model is realized by the following steps. 
4.2 Experiment Design 
Step 1. Collect and split the data into two sets. The last 10 sample points are for evaluation 
and the previous of them are for training set. When we get the sampling points, we first 
standardize our data to ensure that every data point falls into the same parameter range, 
otherwise some data points may heavily overwhelm others, and errors may be increased. 
Step 2. We use GA to search the parameters by fitness function to confirm optimal 
parameters (𝐶, loss function ε, and σ). The fitness function is: 𝑦 ൌ min𝑃𝐸𝑅 𝑃𝐸𝑅 ൌ |𝑇 െ 𝑃|𝑇  
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Matlab software package (2014(a)) and LibSVM (version 1.7) are adopted to obtain the final 
results.  
Step 3. According to optimal parameters, we obtain coefficients to construct final MIMO-
MIDAS model, compare with other models, do DM tests and get our final results. 
 

Figure 2 
The framework of the experiment 

 

5. Results and Performance 
5.1. Sample and Data 
We choose four weeks’ closing index in a month as dependent variables. The data points of 
stock price index are provided by Shanghai Stock Exchange Composite Index (SSECI). We 
also choose four macroeconomic indicators. The consumer price index (CPI), the monthly 
purchasing managers' index (PMI), the new credit and the interest rate. CPI and PMI are 
obtained from National Bureau of Statistics of the People’s Republic of China. The new credit 
and interest rate are obtained from the People’s Bank of China. These indicators are 
commonly used and proved to be useful in stock price index forecasting. All data are 
collected from April, 2008 to March, 2017. There are totally 114 sample points in the dataset. 

Collect data sets for stock index forecasting

Training data set
Evaluation data 

set

Optimal parameters by 
fitness function for 

MSVM

Optimal parameters in MSVM to 
construct proposed model

Obtain proposed model

Algorithm for proposed model

  

Compare with other 
models and do DM 

tests

Forecasting performance evaluation 

Algorithm

  



Institute for Economic Forecasting 

 Romanian Journal of Economic Forecasting – XXII (4) 2019 112

The first 104 sample points are used as the training set, and the remaining data points are 
used as evaluation points for out of sample forecasting. 
Our indicators are available at monthly frequency, while dependent variables are sampled 
at weekly frequency. Some months contain five weeks but others have only four. In order to 
have consistent data forms and balanced weekly data set where all months consist only four 
weeks, whenever meet a five-week month, we put off the data of last week to the next month, 
and regard it as first week in the next month. The original first week then becomes the 
second. The original second week is then put off to the third, and so on so forth. However, 
by this way, the first day of some original first weeks may appear in middle of that month. To 
keep correspondence in fairness in data values, we apply the current monthly data value of 
macroeconomic indicators when the first day of original first week falls in the 1st to 10th day 
in the month. When the first day of original first week falls into the 11th to 20th day, we apply 
the average value of the current and following month. If it appears in any of the last 10 days 
of a month, we apply monthly indicators’ values of next month. 
5.2 Measurements 
We choose predicting error rate (PER), mean error (ME), root mean square error (RMSE), 
and mean absolute error (MAE). The definitions of the measures are defined in Table 1.  

Table 1 
Performance measures and their definitions 

Metrics Calculation 

PER 𝑃𝐸𝑅 ൌ ฬ𝑇 െ 𝑃𝑇 ฬ 
ME 𝑀𝐸 ൌ ∑ ሺ𝑇 െ 𝑃ሻୀଵ 𝑛  

RMSE 𝑅𝑀𝑆𝐸 ൌ ඨ∑ ሺ𝑇 െ 𝑃ሻୀଵ 𝑛  

MAE 𝑀𝐴𝐸 ൌ 1𝑛 |𝑃 െ 𝑇|
ୀଵ  

 

The 𝑇 and 𝑃 represent the actual and predicted value, respectively, 𝑛 is total number of 
samples. All the four measurements are achieved through actual value and forecasting 
value. The smaller they are, the better the performances are.  
5.3 Results 
In this section, we show the results of (t-1), (t-2), and (t-3)，That is to say, we show the 
results  for the models corresponding to ℎ-step lag (ℎ =1,2,3) for ℎ is the beginning of lags(as 
explained in 4.1). Then we compare the results of our model with single output approach 
and multi-output approach with same frequency. For single output approach, the only 
difference is using basic SVM for four times(in our case) and the other designs are the same 
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as proposed model. For multi-output approach with same frequency, we all adopted weekly 
data(take time-average of monthly indicator). We use the same RBF as kernel function, and 
GA as search method in benchmarks. We also use Matlab (2014(a)) and LibSVM (version 
1.7) in benchmarks. In our case, 𝑌௧ ൌ ൣ𝑦௧ଵ, … , 𝑦௧ொ൧்,𝑄 ൌ 4, so 𝑌௧ ൌ ሾ𝑦௧ଵ, … , 𝑦௧ସሿ், indicating 
four weeks in a month. MIMO represents the proposed model, multi-indicator multi output 
model. MISO represents multi-indicator single output approach with mixed frequency data. 
SF represents the same frequency approach with multiple outputs. We show the results of 
last 10 sample points.  
Results of (t-1) 

Table 2 
Per Assessment PER（t-1） 

 1st week 2nd week 3rd week 4th week 

 MIMO MISO SF MIMO MISO SF MIMO MISO SF MIMO MISO SF 

1y  0.051 0.054 0.053 0.057 0.065 0.056 0.046 0.055 0.053 0.046 0.055 0.055 

2y  0.044 0.048 0.047 0.044 0.052 0.049 0.038 0.043 0.045 0.034 0.044 0.052 

3y  0.034 0.041 0.041 0.033 0.043 0.045 0.030 0.033 0.042 0.032 0.036 0.045 

4y  0.028 0.034 0.036 0.030 0.035 0.040 0.026 0.032 0.039 0.025 0.031 0.039 

5y  0.027 0.031 0.034 0.024 0.026 0.034 0.019 0.027 0.036 0.021 0.029 0.035 

6y  0.024 0.027 0.030 0.019 0.022 0.033 0.017 0.023 0.032 0.018 0.025 0.027 

7y  0.018 0.020 0.026 0.017 0.020 0.027 0.015 0.018 0.028 0.015 0.024 0.025 

8y  0.016 0.017 0.023 0.015 0.017 0.025 0.014 0.018 0.023 0.014 0.019 0.020 

9y  0.013 0.015 0.017 0.014 0.015 0.020 0.012 0.016 0.018 0.013 0.017 0.017 

10y  0.011 0.013 0.009 0.011 0.013 0.015 0.011 0.012 0.012 0.010 0.017 0.011 

Avg. 0.027 0.030 0.032 0.026 0.031 0.034 0.023 0.028 0.033 0.023 0.030 0.033 
 
Figures 3 and 4 are corresponding to results in Table 2. The full lines represent MISO and 
SF in Figure 3 and Figure 4, respectively. The dashed lines represent our approach. We 
compare results among MIMO, MISO and SF. All the approaches show the same trend in 
results. The proposed approach shows better performances than results of the other two 
approaches in every week. Compared with MISO, MIMO improves 0.07 at most(the last 
week), and 0.03 at least(the first week). Compared with SF, MIMO improves 0.1 at most(the 
last two weeks), and 0.05 at least(the third week). 
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Figure 3 
Comparison between MIMO and MISO 

 
 

Figure 4 
Comparison between MIMO and SF 
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Table 3 
Other Results (t-1) 

 Model ME RMSE MAE 

1st week 
MIMO -9.633 88.016 79.327 
MISO -8.961 98.04 89.284 

SF 4.512 101.566 94.055 

2nd week 
MIMO -27.647 89.551 78.725 
MISO -41.394 105.187 92.374 

SF -27.498 109.503 103.194 

3rd week 
MIMO -29.735 76.85 68.374 
MISO 10.402 92.245 83.458 

SF -34.829 104.606 98.023 

4th week 
MIMO -16.767 75.129 67.545 
MISO -31.876 95.682 88.691 

SF -13.03 106.163 97.005 
 
The ME, RMSE, and MAE all keep in an acceptable level. Though there are some outliers 
in ME, the whole performances show that MIMO perform better than the other two 
approaches. 
Results of (t-2) 

Table 4 
Per Assessment PER (t-2) 

 1st week 2nd week 3rd week 4th week 
 MIMO MISO SF MIMO MISO SF MIMO MISO SF MIMO MISO SF 

1y  0.050 0.051 0.061 0.052 0.054 0.062 0.054 0.058 0.056 0.055 0.056 0.060 

2y  0.044 0.044 0.052 0.041 0.045 0.054 0.045 0.048 0.046 0.043 0.048 0.050 

3y  0.032 0.040 0.036 0.033 0.041 0.035 0.040 0.043 0.041 0.037 0.043 0.041 

4y  0.029 0.030 0.032 0.027 0.031 0.029 0.032 0.032 0.039 0.029 0.032 0.036 

5y  0.017 0.025 0.022 0.018 0.026 0.023 0.026 0.028 0.032 0.024 0.028 0.031 

6y  0.013 0.025 0.017 0.014 0.024 0.021 0.022 0.025 0.026 0.020 0.025 0.025 

7y  0.011 0.019 0.015 0.011 0.020 0.019 0.019 0.019 0.021 0.013 0.021 0.019 

8y  0.010 0.016 0.012 0.011 0.016 0.014 0.015 0.015 0.016 0.012 0.017 0.015 

9y  0.009 0.013 0.013 0.011 0.014 0.012 0.012 0.014 0.016 0.012 0.018 0.015 

10y  0.008 0.012 0.009 0.009 0.012 0.008 0.010 0.011 0.014 0.010 0.016 0.010 

Avg. 0.022 0.028 0.027 0.023 0.028 0.08 0.028 0.029 0.031 0.026 0.030 0.030 
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Figure 5 
Comparison between MIMO and MISO 

 
 

Figure 6 
Comparison between MIMO and SF 

 
 

Figures 5 and 6 are corresponding to results in Table 4. The full lines represent MISO and 
SF in Figure 5 and Figure 6, respectively. The dashed lines represent our approach. All the 
approaches show the same trend in results. The proposed approach shows better 
performances than results of the other two approaches in every week. Compared with MISO, 
MIMO improves 0.06 at most(the first week), and 0.01 at least(the third week). Compared 
with SF, MIMO improves 0.05 at most(the first two weeks), and 0.03 at least (the third week). 
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Table 5 
Other Results (t-2)  
Model ME RMSE MAE 

1st week 

MIMO -25.524 80.173 66.951

MISO 25.086 90.876 82.113

SF 20.44 96.134 81.13

2nd week 

MIMO -0.947 80.791 68.053

MISO 1.318 93.875 84.469

SF 38.905 97.089 82.431

3rd week 

MIMO -23.603 93.384 82.63

MISO 0.143 99 87.725

SF 16.959 101.194 92.272

4th week 

MIMO -5.956 88.312 76.308

MISO 35.194 99.546 90.715

SF 15.743 101.682 90.096

 

As the same situation in (t-1), there are some outliers in ME, the whole performances show 
that MIMO perform better than the other two approaches. 
Result (t-3) 

Table 6 
Per Assessment PER (t-3) 

 1st week 2nd week 3rd week 4th week 
 MIMO SIMO SF MIMO MISO SF MIMO MISO SF MIMO MISO SF 

1y  0.054 0.053 0.056 0.047 0.052 0.052 0.050 0.059 0.064 0.047 0.050 0.059 

2y  0.036 0.040 0.041 0.041 0.043 0.041 0.042 0.053 0.049 0.040 0.045 0.049 

3y  0.031 0.040 0.034 0.036 0.038 0.039 0.038 0.041 0.048 0.038 0.040 0.048 

4y  0.029 0.031 0.033 0.030 0.032 0.034 0.029 0.038 0.044 0.031 0.037 0.046 

5y  0.027 0.031 0.032 0.026 0.030 0.030 0.026 0.034 0.042 0.029 0.030 0.045 

6y  0.023 0.029 0.030 0.022 0.026 0.025 0.019 0.031 0.036 0.024 0.025 0.038 

7y  0.017 0.025 0.025 0.009 0.015 0.016 0.008 0.024 0.031 0.018 0.022 0.032 

8y  0.014 0.017 0.023 0.008 0.011 0.012 0.005 0.014 0.026 0.007 0.018 0.028 
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 1st week 2nd week 3rd week 4th week 

9y  0.006 0.011 0.019 0.006 0.008 0.009 0.003 0.011 0.020 0.003 0.012 0.021 

10y  0.004 0.005 0.017 0.003 0.005 0.008 0.001 0.005 0.018 0.001 0.006 0.019 

Avg. 0.024 0.028 0.031 0.023 0.026 0.027 0.022 0.031 0.038 0.024 0.028 0.038 
 

Figure 7 
Comparison between MIMO and MISO 

 
 

Figure 8 
Comparison between MIMO and SF 
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Figures 7 and 8 are corresponding to results in Table 6. The full lines represent MISO and 
SF in Figure 7 and Figure 8, respectively. The dashed lines represent our approach. All the 
approaches show the same trend in results. The proposed approach shows better 
performances than results of the other two approaches in every week. Compared with MISO, 
MIMO improves 0.09 at most(the third week), and 0.03 at least(the second week). Compared 
with SF, MIMO improves 0.16 at most(the third week), and 0.03 at least(the second week). 

Table 7 
Other Resutls (t-3) 

 Model ME RMSE MAE 

1st week 
MIMO -3.279 83.569 71.695 
MISO -2.351 93.343 83.605 

SF 37.741 98.496 92.746 

2nd week 
MIMO -33.911 81.982 68.402 
MISO -0.845 90.076 77.81 

SF -2.161 90.629 79.811 

3rd week 
MIMO -2.326 83.507 92.556 
MISO -37.722 105.941 83.458 

SF 32.932 120.309 113.058 

4th week 
MIMO -33.024 84.125 70.249 
MISO -12.012 93.881 84.303 

SF 60.501 120.317 114.465 
 

The results are the same as those in (t-1) and (t-2). The MIMO shows better performances 
overall except outliers in ME. 
5.4 DM test 
If two models have the same predictability, they don’t show significant difference when 
forecasting. Diebold and Marian(2004) test the above hypothesis by loss function and then 
compare the performance of models. Suppose 𝑒,௧ and 𝑒,௧ represent forecasting errors of 
model 𝑖 and 𝑗, respectively. Gሺ∙ሻ represents the corresponding loss function. The null 
hypothesis 𝐻 supposes that if two models have the same predictability, their loss functions 
have the same expected values. That is, 𝑑௧ ൌ 𝑔൫𝑒,௧൯ െ 𝑔൫𝑒,௧൯, where the expected value 𝐸ሺ𝑑௧ሻ ൌ 0. �̅� ൌ ଵ ∑ 𝑑௧௧ୀଵ  defines the unbiased estimator of 𝐸ሺ𝑑௧ሻ. Then 

    𝐷𝑀= ௗതඥሺௗതሻ ~𝑁ሺ0,1ሻ     (16) 

and �̅�~𝑁ሺ0, 𝑉ሺ�̅�ሻሻ. 
If the value of 𝐷𝑀 is not significantly different from 0, the two models have the same 
predictability. If the value of 𝐷𝑀 is significantly positive, then loss function of model 𝑖 is 
significantly positive than that of model 𝑗, which means model 𝑗 have better predictability and 
vice versa.  
Now discuss the statistical significance about the results through DM test. We choose the 
proposed model as reference model and other models as constrast models. We compare 
each constrast model with reference model respectively. We algorithm the differences of 
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loss functions between reference model and constrast model. Then we establish statistical 
tests to test if the difference is significantly different from 0. The loss function here is: 

   𝐴𝑣𝑔. 𝑃𝐸𝑅 ൌ ∑ ฬషು ฬభబసభଵ     (17) 

Table 8 
Results   

Results of MIMO and MISO Results of MIMO and SF 
DM p DM p 

t-1 

1st week -4.0227 5.75E-05 -5.463 [<0.001]

2nd week -2.8871 0.004 -4.8283 [<0.001]

3rd week -3.5032 0.00046 -6.0474 [<0.001]
4th week -4.6392 3.5E-06 -4.0111 [<0.001]

t-2 

1st week -3.4828 [<0.001] -2.452* [0.014]
2nd week -5.2488 [<0.001] -2.3415* [0.019]
3rd week -2.7081 [0.007] -4.3194 [<0.001]
4th week -6.0033 [<0.001] -4.294 [<0.001]

t-3 

1st week -3.1676 [0.002] -16.3276 [<0.001]
2nd week -3.6903 [<0.001] -4.1757 [<0.001]
3rd week -4.1674 [<0.001] -7.1028 [<0.001]
4th week -4.6209 [<0.001] -9.3964 [<0.001]

 

From the 𝑝 value in second line of every table, we conclude that the results of MIMO and SF 
at (t-2) have significant difference at 5% level and we mark them “*”. Other results show 
significant difference at 1% level. The proposed model has better predictability. 

6. Conclusion 
Researchers usually adopt MIDAS approach to address data sampled at different 
frequencies. This paper proposes a MIMO-MIDAS forecasting model that involves multi-
indicator and gets multiple sequential outputs that have dependencies to each other, and 
uses small sample size that are more fitful for stock market. The training and evaluation 
exercises show that the proposed model has better performances and predictability than 
other models do.  
The application of MIMO-MIDAS approach offers a new perspective into use of MIDAS. 
Though results are satisfactory, it has some limitations. In further researches, we want to 
figure out whether we can extend to a model including mixed frequencies between indicators. 
We also try to determine the optimal lag length of indicators. Besides, we want to point out 
whether it can apply to different economic areas that are inherently full of uncertainties and 
varieties. 
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